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Abstract

In this paper, we investigate a supervised machine learning framework for automatically learning of English Light Verb Constructions (LVCs). Our system achieves an 86.3% accuracy with a baseline (chance) performance of 52.2% when trained with groups of either contextual or statistical features. In addition, we present an in-depth analysis of these contextual and statistical features and show that the system trained by these two types of cosmetically different features reaches similar performance empirically. However, in the situation where the surface structures of candidate LVCs are identical, the system trained with contextual features which contain information on surrounding words performs 16.7% better.

In this study, we also construct a balanced benchmark dataset with 2,162 sentences from BNC for English LVCs. And this data set is publicly available and is also a useful computational resource for research on MWEs in general.

1 Introduction

Multi-Word Expressions (MWEs) refer to various types of linguistic units or expressions, including idioms, noun compounds, named entities, complex verb phrases and any other habitual collocations. MWEs pose a particular challenge in empirical Natural Language Processing (NLP) because they always have idiosyncratic interpretations which cannot be formulated by directly aggregating the semantics of their constituents (Sag et al., 2002).

The study in this paper focuses on one special type of MWEs, i.e., the Light Verb Constructions (LVCs), formed from a commonly used verb and usually a noun phrase (NP) in its direct object position, such as have a look and make an offer in English. These complex verb predicates do not fall clearly into the discrete binary distinction of compositional or non-compositional expressions. Instead, they stand somewhat in between and are typically semi-compositional. For example, consider the following three candidate LVCs: take a wallet, take a walk and take a while. These three complex verb predicates are cosmetically very similar. But a closer look at their semantics reveals significant differences and each of them represents a different class of MWEs. The first expression, take a wallet is a literal combination of a verb and its object noun. The last expression take a while is an idiom and its meaning cost a long time to do something, cannot be derived by direct integration of the literal meaning of its components. Only the second expression, take a walk is an LVC whose meaning mainly derives from one of its components, namely its noun object (walk) while the meaning of its main verb is somewhat bleached (Butt, 2003; Kearns, 2002) and therefore light (Jespersen, 1965).

LVCs have already been identified as one of the major sources of problems in various NLP applications, such as automatic word alignment (Samardžić and Merlo, 2010) and semantic annotation transference (Burchardt et al., 2009), and machine translation (Wang and Ikeda, 2008). These problems provide empirical grounds for distinguishing between the bleached and full meaning of a verb within a given sentence, a task that is often difficult on the basis of surface structures since they always exhibit identical surface properties. For example, consider the following sentences:
1. He had a look of childish bewilderment on his face.
2. I’ve arranged for you to have a look at his file in our library.

In sentence 1, the verb have in the phrase have a look has its full fledged meaning “possess, own” and therefore it is literal instead of light. However, in sentence 2, have a look only means look and the meaning of the verb have is impoverished and is thus light.

In this paper, we propose an in-depth case study on LVC recognition, in which we investigate machine learning techniques for automatically identifying the impoverished meaning of a verb given a sentence. Unlike the earlier work that has viewed all verbs as possible light verbs (Tan et al., 2006), we focus on a half dozen of broadly documented and most frequently used English light verbs among the small set of them in English.

We construct a token-based data set with a total of 2,162 sentences extracted from British National Corpus (BNC) and build a learner with L2-loss SVM. Our system achieves an 86.3% accuracy with a baseline (chance) performance of 52.2%. We also extract automatically two groups of features, statistical and contextual features and present a detailed ablation analysis of the interaction of these features. Interestingly, the results show that the system performs similarly when trained independently with either groups of these features. And the integration of these two types of features does not improve the performance. However, when tested with all sentences with the candidate LVCs whose surface structures are identical in both negative and positive examples, for example, the aforementioned sentence 1 (negative) and 2 (positive) with the candidate LVC have a look, the system trained with contextual features which include information on surrounding words performs more robust and significantly better.

Previous computational works on token-based identification differs from our work in one key aspect. Our work builds a learning system which systematically incorporates both informative statistical measures and specific local contexts and does in-depth analysis on both of them while many previous works, either totally rely on or only emphasize on one of them. For example, the method used in (Katz and Giesbrecht, 2006) relies primarily on local co-occurrence lexicon to construct feature vectors for each target token. On the other hand, some other works (Fazly and Stevenson, 2006; Stevenson et al., 2004), argue that linguistic properties, such as canonical syntactic patterns of specific types of idioms, are more informative than local context.

Tan et al. (Tan et al., 2006) propose a learning approach to identify token-based LVCs. The method is only similar to ours in that it is a supervised framework. Our model uses a different data set annotated from BNC and the data set is larger and more balanced compared to the previous data set from WSJ. In addition, previous work assumes all verbs as potential LVCs while we intentionally exclude those verbs which linguistically never tested as light verbs, such as buy and sell in English and only focus on a half dozen of broadly documented English light

2 Related Work

LVCs have been well-studied in linguistics since early days (Jespersen, 1965; Butt, 2003; Kearns, 2002). Recent computational research on LVCs mainly focuses on type-based classification, i.e., statistically aggregated properties of LVCs. For example, many works are about direct measuring of the compositionality (Venkatapathy and Joshi, 2005), compatibility (Barrett and Davis, 2003), acceptability (North, 2005) and productivity (Stevenson et al., 2004) of LVCs. Other works, if related to token-based identification, i.e., identifying idiomatic expressions within context, only consider LVCs as one small subtype of other idiomatic expressions (Cook et al., 2007; Fazly and Stevenson, 2006).

Previous computational works on token-based identification differs from our work in one key aspect. Our work builds a learning system which systematically incorporates both informative statistical measures and specific local contexts and does in-depth analysis on both of them while many previous works, either totally rely on or only emphasize on one of them. For example, the method used in (Katz and Giesbrecht, 2006) relies primarily on local co-occurrence lexicon to construct feature vectors for each target token. On the other hand, some other works (Fazly and Stevenson, 2007; Fazly and Stevenson, 2006; Stevenson et al., 2004), argue that linguistic properties, such as canonical syntactic patterns of specific types of idioms, are more informative than local context.

Tan et al. (Tan et al., 2006) propose a learning approach to identify token-based LVCs. The method is only similar to ours in that it is a supervised framework. Our model uses a different data set annotated from BNC and the data set is larger and more balanced compared to the previous data set from WSJ. In addition, previous work assumes all verbs as potential LVCs while we intentionally exclude those verbs which linguistically never tested as light verbs, such as buy and sell in English and only focus on a half dozen of broadly documented English light
verbs, such as have, take, give, do, get and make.

The lack of common benchmark data sets for evaluation in MWE research unfortunately makes many works incomparable with the earlier ones. The data set we construct in this study hopefully can serve as a common test bed for research in LVCs or MWEs in general.

3 Learning English LVCs

In this study, we formulate the context sensitive English LVC identification task as a supervised binary classification problem. For each target LVC candidate within a sentence, the classifier decides if it is a true LVC. Formally, given a set of data within a sentence, the classifier decides if it is a classification problem. For each target L VC candidate in the data set we construct in this study hopefully can serve as a common test bed for research in LVCs or MWEs in general.

3.1 Statistical Features

Cpmi: Collocational point-wise mutual information is calculated from Google n-gram dataset whose n-gram counts are generated from approximately one trillion words of text from publicly accessible Web pages. We use this big data set to overcome the data sparseness problem.

Previous works (Stevenson et al., 2004; Cook et al., 2007) show that one canonical surface syntactic structure for LVCs is V + a/an Noun. For example, in the LVC take a walk, “take” is the verb (V) and “walk” is the deverbal noun. The typical determiner in between is the indefinite article “a”. It is also observed that when the indefinite article changes to definite, such as “the”, “this” or “that”, a phrase is less acceptable to be a true LVC. Therefore, the direct collocational pmi between the verb and the noun is derived to incorporate this intuition as shown in the following:

\[
C_{pmi} = 2I(v, aN) - I(v, theN)
\]

Within this formula, \(I(v, aN)\) is the point-wise mutual information between “v”, the verb, and “aN”, the phrase such as “a walk” in the aforementioned example. Similar definition applies to \(I(v, theN)\). PMI of a pair of elements is calculated as (Church et al., 1991):

\[
I(x, y) = \log \frac{N_{x+y}f(x, y)}{f(x, *)f(*, y)}
\]

\[2\] We set an empirical length constraint to the maximal length of the noun phrase object when generating the candidates from BNC corpus.

\[3\] The formula is directly from (Stevenson et al., 2004).
\( N_{x+y} \) is the total number of verb and a/the noun pairs in the corpus. In our case, all trigram counts with this pattern in N-gram data set. \( f(x, y) \) is the frequency of \( x \) and \( y \) co-occurring as a v-a/theN pair where \( f(x, \ast) \) and \( f(\ast, y) \) are the frequency when either of \( x \) and \( y \) occurs independent of each other in the corpus. Notice these counts are not easily available directly from search engines since many search engines treat articles such as “a” or “the” as stop words and remove them from the search query. Some search engines accept “quotation strategy” to retain stop words in the query.

Deverbal v/n Ratio: the second statistical feature we use is related to the verb and noun usage ratio of the noun object within a candidate LVC. The intuition here is that the noun object of a candidate LVC has a strong tendency to be used as a verb or related to a verb via derivational morphology. For example, in the candidate phrase “have a look”, “look” can directly be used as a verb while in the phrase “make a transmission”, “transmission” is derivationally related to the verb “transmit”. We use frequency counts gathered from British National Corpus (BNC) and then calculate the ratio since BNC encodes the lexeme for each word and is also tagged with parts of speech. In addition, it is a large corpus with 100 million words, thus, an ideal corpus to calculate the verb-noun usage for each candidate word in the object position.

Two other lexical resources, WordNet (Fellbaum, 1998) and NomLex (Meyers et al., 1998), are used to identify words which can directly be used as a noun and a verb and those that are derivationally related. Specifically, WordNet is used to identify the words which can be used as both a noun and a verb and NomLex is used to recognize those derivationally related words. And the verb usage counts of these nouns are the frequencies of their corresponding derivational verbs. For example, for the word “transmission”, its verb usage frequency is the count in BNC with its derivationally related verb “transmit”.

Phrase Size: the third statistical feature is the actual size of the candidate LVC phrase. Many modifiers can be inserted inside the candidate phrases to generate new candidates. For example, “take a look” can be expanded to “take a close look”, “take an extremely close look” and the expansion is in theory infinite. The hypothesis behind this feature is that regular usage of LVCs tends to be short. For example, it is observed that the canonical length in English is from 2 to 6.

3.2 Contextual Features

All features generated directly from the input sentences are categorized into this group. They consist of features derived directly from the candidate phrases themselves as well as their surrounding contexts.

Noun Object: this is the noun head of the object noun phrase within the candidate LVC phrase. For example, for a verb phrase “take a quick look”, its noun head “look” is the active Noun Object feature. In our data set, there are 777 distinctive such nouns.

LV-NounObj: this is the bigram of the light verb and the head of the noun phrase. This feature encodes the collocation information between the candidate light verb and the head noun of its object.

Levin’s Class: it is observed that members within certain groups of verb classes are legitimate candidates to form acceptable LVCs (Fazly et al., 2005). For example, many sound emission verbs according to Levin (Levin, 1993), such as clap, whistle, and plop, can be used to generate legitimate LVCs. Phrases such as make a clap/plop/whistle are all highly acceptable LVCs by humans even though some of them, such as make a plop rarely occur within corpora. We formulate a vector for all the 256 Levin’s verb classes and turn the corresponding class-bits on when the verb usage of the head noun in a candidate LVC belongs to these classes. We add one extra class, other, to be mapped to those verbs which are not included in any one of these 256 Levin’s verb classes.

Other Features: we construct other local contextual features, for example, the part of speech of the word immediately before the light verb (titled posBefore) and after the whole phrase (posAfter). We also encode the determiner within all candidate LVCs as another lexical feature (Determiner). We examine many other combinations of these contextual features. However, only those features that contribute positively to achieve the highest performance of the classifier are listed for detailed analysis in the next section.
4 Experiments and Analysis

In this section, we report in detail our experimental settings and provide in-depth analysis on the interactions among features. First, we present our motivation and methodology to generate the new data set. Then we describe our experimental results and analysis.

4.1 Data Preparation and Annotation

The data set is generated from BNC, a balanced synchronic corpus containing 100 million words collected from various sources of British English. We begin our sentence selection process with the examination of a handful of previously investigated verbs (Fazly and Stevenson, 2007; Butt, 2003). Among them, we pick the 6 most frequently used English light verbs: do, get, give, have, make and take.

To identify potential LVCs within sentences, we first extract all sentences where one or more of the six verbs occur from BNC (XML Edition) and then parse these sentences with Charniak’s parser (Charniak and Johnson, 2005). We focus on the “verb + noun object” pattern and choose all the sentences which have a direct NP object for the target verbs. We then collect a total of 207,789 sentences.

We observe that within all these chosen sentences, the distribution of true LVCs is still low. We therefore use three resources to filter out trivial negative examples. Firstly, We use WordNet (Fellbaum, 1998) to identify the head noun in the object position which can be used as both a noun and a verb. Then, we use frequency counts gathered from BNC to filter out candidates whose verb usage is smaller than their noun usage. Finally, we use NomLex (Meyers et al., 1998) to recognize those head words in the object position whose noun forms and verb forms are derivationally related, such as transmission and transmit. We keep all candidates whose object head nouns are derivationally related to a verb according to a gold-standard word list we extract from NomLex\(^5\). With this pipeline method, we filter out approximately 55% potential negative examples. This leaves us with 92,415 sentences which we sample about 4% randomly to present to annotators. This filtering method successfully improves the recall of the positive examples and ensures us a corpus with balanced examples.

A website\(^6\) is set up for annotators to annotate the data. Each potential LVC is presented to the annotator in a sentence. The annotator is asked to decide whether this phrase within the given sentence is an LVC and to choose an answer from one of these four options: Yes, No, Not Sure, and Idiom.

Detailed annotation instructions and LVC examples are given on the annotation website. When facing difficult examples, the annotators are instructed to follow a general “replacing” principle, i.e., if the candidate light verb within the sentence can be replaced by the verb usage of its direct object noun and the meaning of the sentence does not change, that verb is regarded as a light verb and the candidate is an LVC. Each example is annotated by two annotators and we only accept examples where both annotators agree on positive or negative. We generate a total of 1,039 positive examples and 1,123 negative examples. Among all these positive examples, there are 760 distinctive LVC phrases and 911 distinctive verb phrases with the pattern “verb + noun object” among negative examples. The generated data set therefore gives the classifier the 52.2% chance baseline if the classifier always votes the majority class in the data set.

4.2 Evaluation Metrics

For each experiment, we evaluate the performance with three sets of metrics. We first report the standard accuracy on the test data set. Since accuracy is argued not to be a sufficient measure of the evaluation of a binary classifier (Fazly et al., 2009) and some previous works also report F1 values for the positive classes, we therefore choose to report the precision, recall and F1 value for both positive and negative classes.

<table>
<thead>
<tr>
<th>True Class</th>
<th>+</th>
<th>-</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted Class</td>
<td>+</td>
<td>tp</td>
</tr>
<tr>
<td>-</td>
<td>fn</td>
<td>tn</td>
</tr>
</tbody>
</table>

Table 1: Confusion matrix to define true positive (tp), true negative (tn), false positive (fp) and false negative (fn).

\(^5\)We do not count those nouns ending with er and ist

\(^6\)http://cogcomp.cs.illinois.edu/~ytu/test/LVCmain.html
Based on the classic confusion matrix as shown in Table 1, we calculate the precision and recall for the positive class in equation 1:

\[
P^+ = \frac{tp}{tp + fp} \quad R^+ = \frac{tp}{tp + fn} \quad (1)
\]

And similarly, we use equation 2 for negative class. And the F1 value is the harmonic mean of the precision and recall of each class.

\[
P^- = \frac{tn}{tn + fn} \quad R^- = \frac{tn}{tn + fp} \quad (2)
\]

### 4.3 Experiments with Contextual Features

In our experiments, we aim to build a high performance LVC classifier as well as to analyze the interaction between contextual and statistical features. We randomly sample 90% sentences for training and the rest for testing. Our chance baseline is 52.2%, which is the percentage of our majority class in the data set. As shown in Table 2, the classifier reaches an 86.3% accuracy using all contextual features described in previous section 3.2. Interestingly, we observe that adding other statistical features actually hurts the performance. The classifier can effectively learn when trained with discrete contextual features.

<table>
<thead>
<tr>
<th>Label</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>86.486</td>
<td>84.211</td>
<td>85.333</td>
</tr>
<tr>
<td>-</td>
<td>86.154</td>
<td>88.189</td>
<td>87.160</td>
</tr>
<tr>
<td>Accuracy</td>
<td></td>
<td></td>
<td>86.307</td>
</tr>
<tr>
<td>Chance Baseline</td>
<td></td>
<td></td>
<td>52.2</td>
</tr>
</tbody>
</table>

Table 2: By using all our contextual features, our classifier achieves overall 86.307% accuracy.

In order to examine the effectiveness of each individual feature, we conduct an ablation analysis and experiment to use only one of them each time. It is shown in Table 3 that **LV-NounObj** is found to be the most effective contextual feature since it boosts the baseline system up the most, an significant increase of 31.6%.

<table>
<thead>
<tr>
<th>Features</th>
<th>Accuracy</th>
<th>Diff(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (chance)</td>
<td>52.2</td>
<td></td>
</tr>
<tr>
<td>LV-NounObj</td>
<td>83.817</td>
<td>+31.6</td>
</tr>
<tr>
<td>Noun Object</td>
<td>79.253</td>
<td>+27.1</td>
</tr>
<tr>
<td>Determiner</td>
<td>72.614</td>
<td>+20.4</td>
</tr>
<tr>
<td>Levin’s Class</td>
<td>69.295</td>
<td>+17.1</td>
</tr>
<tr>
<td>posBefore</td>
<td>53.112</td>
<td>+0.9</td>
</tr>
<tr>
<td>posAfter</td>
<td>51.037</td>
<td>-1.1</td>
</tr>
</tbody>
</table>

Table 3: Using only one feature each time. **LV-NounObj** is the most effective feature. Performance gain is associated with a plus sign otherwise a negative sign.

### 4.4 Experiments with Statistical Features

When using statistical features, instead of directly using the value, we discretize each value to a binary feature. On the one hand, our experiments show that this way of transformation achieves the best performance. On the other hand, the transformation plays an analogical role as a kernel function which maps one dimensional non-linear separable examples into an infinite or high dimensional space to render the data linearly separable.

<table>
<thead>
<tr>
<th>Features</th>
<th>Accuracy</th>
<th>Diff(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (chance)</td>
<td>52.2</td>
<td></td>
</tr>
<tr>
<td>+ LV-NounObj</td>
<td>83.817</td>
<td>+31.6</td>
</tr>
<tr>
<td>+ Noun Object</td>
<td>84.232</td>
<td>+0.4</td>
</tr>
<tr>
<td>+ Levin’s Class</td>
<td>84.647</td>
<td>+0.4</td>
</tr>
<tr>
<td>+ posBefore</td>
<td>84.647</td>
<td>0.0</td>
</tr>
<tr>
<td>+ posAfter</td>
<td>83.817</td>
<td>-0.8</td>
</tr>
<tr>
<td>+ Determiner</td>
<td>86.307</td>
<td>+2.5</td>
</tr>
</tbody>
</table>

Table 4: Ablation analysis for contextual features. Each feature is added incrementally at each step. Performance gain is associated with a plus sign otherwise a negative sign.
Table 5: Best performance achieved with statistical features. Comparing to Table 2, the performance is similar to that trained with all contextual features.

To validate that the similar performance is not incidental. We then separate our data into 10-fold training and testing sets and learn independently from each fold of these ten split. Figure 1, which shows the comparison of accuracies for each data fold, indicates the comparable results for each fold of the data. Therefore, we conclude that the similar effect achieved by training with these two groups of features is not accidental.

We also conduct an ablation analysis with statistical features. Similar to the ablation analyses for contextual features, we first find that the most effective statistical feature is $Cpmi$, the collocational based point-wise mutual information. Then we add one feature at each step and show the increasing performance in Table 6. $Cpmi$ is shown to be a good indicator for LVCs and this observation agrees with many previous works on the effectiveness of point-wise mutual information in MWE identification tasks.

4.5 Interaction between Contextual and Statistical Features

Experiments from our previous sections show that two types of features which are cosmetically different actually achieve similar performance. In the experiments described in this section, we intend to do further analysis to identify further the relations between them.

4.5.1 Situation when they are similar

Our ablation analysis shows that $Cpmi$ and $LV$-$NounObj$ features are the most two effective features since they boost the baseline performance up more than 30%. We then train the classifier with them together and observe that the classifier exhibits similar performance as the one trained with them independently as shown in Table 7. This result indicates that these two types of features actually provide similar knowledge to the system and therefore combining them together does not provide any additional new information. This observation also agrees with the intuition that point-wise mutual information basically provides information on word co-locations (Church and Hanks, 1990).
4.5.2 Situation when they are different

Token-based LVC identification is a difficult task on the basis of surface structures since they always exhibit identical surface properties. However, candidate LVCs with identical surface structures in both positive and negative examples provide an ideal test bed for the functionality of local contextual features. For example, consider again these two aforementioned sentences which are repeated here for reference:

1. He had a look of childish bewilderment on his face.
2. I've arranged for you to have a look at his file in our library.

The system trained only with statistic features cannot distinguish these two examples since their type-based statistical features are exactly the same. However, the classifier trained with local contextual features is expected to perform better since it contains feature information from surrounding words. To verify our hypothesis, we extract all examples in our data set which have this property and then select same number of positive and negative examples from them to formulate our test set. We then train out classifier with the rest of the data, independently with contextual features and statistical features. As shown in Table 8, the experiment results validate our hypothesis and show that the classifier trained with contextual features performs significantly better than the one trained with statistical features when the test data set consists of all ambiguous examples.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>F1+</th>
<th>F1-</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contextual</td>
<td><strong>68.519</strong></td>
<td>75.362</td>
<td>56.410</td>
</tr>
<tr>
<td>Statistical</td>
<td>51.852</td>
<td>88.976</td>
<td>27.778</td>
</tr>
<tr>
<td>Diff (%)</td>
<td>+16.7</td>
<td>-13.6</td>
<td>+28.3</td>
</tr>
</tbody>
</table>

Table 8: Classifier trained with local contextual features is more robust and significantly better than the one trained with statistical features when the test data set consists of all ambiguous examples.

One final observation is the extremely low F1 value for negative class and relatively good performance for positive class when trained with only statistical features. This may be explained by the fact that statistical features have stronger bias toward predicting examples as positive and can be used as an unsupervised metric to acquire real LVCs in context. Our learning system achieves an 86.3% accuracy with a baseline (chance) performance of 52.2% when trained with groups of either contextual or statistical features. In addition, we exploit in detail the interaction of these two groups of contextual and statistical features and show that the system trained with these two types of cosmetically different features actually reaches similar performance in our learning framework. However, when it comes to the situation where the surface structures of candidate LVCs are identical, the system trained with contextual features which include information on surrounding words provides more robust performance.

In this study, we also construct a balanced benchmark dataset from BNC for token-based classification of English LVCs. And this data set is publicly available and is a useful computational resource for research on MWEs in general.

There are many aspects for further research of the current study. One direction for further improvement would be to include more long-distance features, such as parse tree path, to test the sensitivity of the LVC classifier to those features and to examine more extensively the combination of the contextual and statistical features. Another direction would be to adapt our system to other MWE types and to test if the analysis on contextual and statistical features in this study also applies to other MWEs.

5 Conclusion and Further Research

In this paper, we propose an in-depth case study on LVC recognition, in which we build a supervised learning system for automatically identifying LVCs in context. Our research in this paper was supported by the Multimodal Information Access & Synthesis Center at UIUC, part of CCICADA, a DHS Science and Technology Center of Excellence.
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